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What is “artificial 
intelligence”?

To grossly simplify, it is the use of computer 
science and extensive data sets to enable 
problem solving or decision-making.

Artificial intelligence is often conflated with 
machine learning, natural language 
processing, and other areas of computer 
science. 

Recently, we can add large language 
models (LLMs) and generative AI to this list.
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What is “artificial 
intelligence”?

For issue-spotting purposes, it is simplest 
to start with the broader umbrella of 
algorithms. 

In truth, most regulators are using 
“Artificial Intelligence” as shorthand for 
“Automated Decision-making.”
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What are these 
“algorithms” and 
how are they 
useful?

An algorithm is a set of steps to accomplish a task. This can 
range from a simple recipe to modeling the fuel 
requirements of a moonshot. 

In the case of artificial intelligence, steps are automated 
and the data can be unstructured.

•Machines excel at pattern recognition
•Machines can scale without tiring
•In theory*, machines can be audited and can reduce bias

When applied appropriately, sophisticated algorithms can 
greatly increase the efficiency, accuracy, and consistency of 
decisions.



A Tale of Two Robots. 
And risks.

The two types of AI systems that you will 

most likely encounter in practice use 

extractive AI or generative AI.

Extractive AI identifies and extracts 

relevant information from a large set of 

existing data upon which it was trained.

For better and for worse, generative AI is 

attempting create something completely 

new from existing data. Generative AI can 

“hallucinate” plausibly wrong answers – 

this is a feature and a bug.



Example of an Extractive AI System: 
A neural network sorting inputs 
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Source: “A Neural Network Playground” by Tensorflow

http://playground.tensorflow.org/


So, what about generative AI?
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Image Source: OpenAI, DALL-E 3 Image Source: Financial Times, Visual Storytelling Team

The Rise of Generative AI
For years, traditional AI has operated in the 

background, helping us find existing data and 

make predictions.

However, generative AI captured the world’s 

attention by using natural language prompts to 

create new content.

https://openai.com/dall-e-3
https://ig.ft.com/generative-ai/


What is different 
about Generative 
AI?

In broad terms, traditional AI is designed and optimized to perform 
specific tasks based on a specific set of inputs. The systems can learn 
from additional data and make predictions based on data, which is how 
Netflix can recommend which show you will binge next. 

Traditional AI may identify new “insights” that did not occur to humans 
within existing data and rules, but it is not inventing a new process.

Image Source: The Atlantic, How Google’s AlphaGo Beat a Go World Champion

https://www.theatlantic.com/technology/archive/2016/03/the-invisible-opponent/475611/


Generative AI attempts to create something new 
based on the information – or “prompts” – that 
you provide. It goes further than traditional AI by 
creating new data similar to its training data.

Image Source: Financial Times, Visual Storytelling Team

What is different 
about Generative 
AI?

https://ig.ft.com/generative-ai/


Generative AI has come a long way from ChatGPT’s launch in 2022
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Sora Prompt:

Create a video of a 
robot lawyer 
(wearing a blue 
suit) presenting to a 
classroom of 
businesspeople. 
The robot is on the 
stage at a podium 
and has a slide 
presentation in the 
background. The 
presentation is 
about US 
regulations.
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Since OpenAI released its “o1” 
model in September, you may 
be hearing about “Reasoning 
Models” or “Agentic AI.”

Agentic AI generally refers to AI 
systems with the capability to 
autonomously pursue goals 
with limited direct human 
supervision.

Whether these new models are 
truly Agentic AI, they are 
starting to display an important 
characteristic: “chaining.”

Chaining enables an AI system 
to take a sequence of actions in 
response to a single request, 
such as fact-checking its 
response and “overthinking” its 
response to a request.

Agentic AI can show its work.



But what goes up must come down?
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Maybe 
not.

Source: “Growing Up: Navigating Generative AI’s Early Years” AI at Wharton 

https://ai.wharton.upenn.edu/wp-content/uploads/2024/10/AI-Report_Full-Report.pdf


Maybe 
not.

Source: “Growing Up: Navigating Generative AI’s Early Years” AI at Wharton 

https://ai.wharton.upenn.edu/wp-content/uploads/2024/10/AI-Report_Full-Report.pdf


AI is becoming 
pervasive in the 
workplace.

How should we 
think about 
implementing 
these powerful 
but nascent 
tools?



The Precautionary Principle vs. Permissionless Innovation
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“Move fast and break things”“Guilty until proven innocent”

“The risk is too great” “Iterative progress”



Risk-Based AI Regulation

The Brussels Effect:

Europe’s cautious approach shaped early AI regulation.
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The EU AI Act

21

• The EU Artificial Intelligence Act was first 
proposed by the European Commission in 
April 2021, endeavoring to establish a global 
framework for regulating AI systems.

• It was formally adopted in May 2024, and 
began entering effect in phases, beginning 
in August 2024.

• Through years of deliberation, it framed a 
global shift toward risk-based AI regulation.

• Even for a U.S. perspective, it is important 
to understand key concepts from the EU AI 
Act, particularly its risk categories.



How do we categorize these risks?
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• Unacceptable Risk: These systems are banned entirely within the EU. This includes applications that 
threaten people’s safety, livelihood, and fundamental rights. This ban took effect this month (February).

• Examples include social credit scoring, emotion recognition systems at work and in education, and untargeted scraping of facial 
images for facial recognition.

• High Risk: These systems pose a significant risk and require strict compliance measures.
• Examples include AI used in 

• critical infrastructure (e.g., transportation, water, electricity), 

• Essential services (e.g., insurance, banking)

• Areas with a high potential for bias (e.g., education, medical devices, vehicles, recruitment)

• Limited Risk: These systems require some level of transparency to ensure user awareness.
• Examples include chatbots and AI-powered marketing tools where users should be informed that they’re interacting with a 

machine.

• Minimal Risk: These systems pose minimal or no identified risk and face no specific regulations.
• Examples include spam filters, basic recommendation systems, etc.



Some states are following the EU’s lead on AI regulation

Although not as comprehensive as the EU AI Act, it speaks to the 
same concerns about regulating “High-Risk AI Systems” (HRAIS).

What makes an AI system a HRAIS is when it’s deployed, it makes 
or is a substantial factor in making a consequential decision.

And what decisions are consequential? 

When it materially effects . . .

• Educational opportunities

• Employment opportunities

• Financial or lending services

• Essential government service

• Healthcare services

• Housing

• Insurance

• Legal Services

23



Some states are following the EU’s lead on AI regulation

Colorado was the first state to 
comprehensively regulate the 
development and use of high-
risk artificial intelligence 
systems. 

Some states have passed more 
targeted AI regulations, and 
many more are considering 
legislation.

But the United States does not 
have a comprehensive AI 
Regulatory Framework.
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Federal Activity 
During the Biden Administration

A careful approach to understand AI and its risks
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Biden-Harris Executive Order on Artificial Intelligence

26

The Executive Order directed several 
agencies to take extensive action 
including:

• Directing several agencies to report 
on and address AI’s safety and 
security risks;

• Hire AI Talent for the US 
Government;

• Supporting Responsible AI 
innovation; and

• Support the US Government’s 
leadership on AI issues abroad.



Federal regulators moved from principles to enforcement
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Federal regulators followed the Biden Executive Order’s 
principles and began issuing AI-specific guidance. Toward 
the end of his term, they started to bring enforcement 
actions.

In September 2024, the FTC announced “Operation AI 
Comply,” along with five enforcement actions based on 
Section 5 of the FTC Act (Unfair Trade Practices).

The charges all relate to settlements for AI hype and AI-
washing marketing materials. Most of these actions were 
unanimously approved, so we should expect similar 
scrutiny under the new administration.



Other trends that may continue . . .
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The federal enforcement 
priorities and laws will shift to 
match different priorities from 
the new administration.

However, voluntary risk 
management frameworks have 
been well-received, and the 
Bipartisan House Task Force on 
AI worked with domain experts 
to publish extensive 
recommendations and guiding 
principles across several 
industries.



Trump Administration’s AI Priorities

A different direction . . .

But perhaps not as far as the messaging suggests?
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Comparing the Biden and Trump AI Policies

• Biden’s EO and priorities aimed to ensure 
AI systems are thoroughly assessed for 
hazards like bias, privacy, and security 
before deployment. ​ 

• His administration also promoted 
voluntary frameworks, such as an AI Bill 
of Rights (a voluntary framework to 
protect consumers from AI harms). 

• Overall, Biden’s policy focused on 
minimizing risks (to privacy, civil rights, 
etc.), investing in AI research, and 
international cooperation on AI safety.

• Upon taking office in January 2025, 
President Trump immediately rescinded 
Biden’s AI Executive Order and reversed 
course​.

• Trump characterized Biden’s AI policies as 
“harmful . . . onerous and unnecessary 
government control” that stifled 
innovation.

• Within days, Trump issued his own AI 
Executive Order declaring a new policy: 
the U.S will “sustain and enhance 
America’s global AI dominance” to 
promote economic and national security.
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Trump’s Executive Order on Artificial Intelligence

• Trump’s Executive Order 
primarily signals a shift 
from risk avoidance to 
promotion of AI innovation.

• The EO instructs the 
development of an AI 
strategic plan within 180 
days (i.e., July 2025).

• It also instructs the review 
of policies and budgets 
consistent with the change 
in priorities.
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A new challenger emerges?
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Setting aside President Trump’s messaging, his pro-business and deregulatory priorities for the AI industry were not very 
surprising and fairly consistent with past changes in administration. The practical impact is that regulators will put less 
focus on AI ethics programs or bias audits, in favor of a lighter regulatory touch and incentivizing AI R&D. However, the 
emergence of credible competition from China could motivate a more dramatic shift.



AI Action Summit (Paris)
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“This doesn’t mean, of course, that all concerns about safety go out the window, but focus matters. And we must 
focus now on the opportunity to catch lightning in a bottle, unleash our most brilliant innovators, and use AI to 
improve the well-being of our nations and their peoples[.]”



Things to Watch

34

Reestablishing PCAST: President Trump 
reconstituted the President’s Council of Advisors on 
Science and Technology (PCAST) on Jan 23, 2025​. 

Unlike his first term (when PCAST was dormant for 
years), Trump 2.0 is leveraging PCAST early. It will be 
co-chaired by Michael Kratsios (Trump’s Science & 
Tech advisor) and David Sacks (appointed as the 
new “AI & Cryptocurrency Czar.”

Trump AI Action Plan: Trump’s Executive Order calls 
for an interagency team (led by the White House 
S&T Advisor, AI/Crypto Czar, and National Security 
Advisor) to develop an AI Action Plan by late July 
2025. This Action Plan will outline concrete steps to 
implement Trump’s AI dominance vision (covering 
R&D, regulatory changes, and possibly 
workforce/training needs).



Questions?

Think of something later?
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